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Abstract

In this paper we propose a method to improve SMT based patent translation. This method first employs International Patent Classification to build class based models. Then, multiple models are interpolated by weighting method employing source side language models. We carried out experiments using data from the patent translation task of NTCIR-7 workshop. According to the experimental results, the proposed method improved the most of automatic scores, which were NIST, WER and PER. Experimental results also shows BLUE score degradation in the proposed method. However, statistical tests by bootstrapping does not show significance for the degradation. Keywords: IPC, domain adaptation.

1 Introduction

Current machine translation (MT) research shows the effectiveness of a corpus-based machine translation framework [6]. MT system using the frame work such as Statistical Machine Translation (SMT) [1] is thought to be convenient technology because of rapid and mostly automated MT system building.

For SMT research, parallel corpora are one of the most important components. There are mainly two factors of parallel corpora contributing to system performance. The first is the quality of the parallel corpus, and the second is its quantity. A parallel corpus that has similar statistical characteristics to the target domain should yield a more efficient models. However, domain mismatched training data might reduce the model’s performance. And sufficiently size of parallel corpus solves the data sparseness problem of model training.

Meanwhile from a point of view of commercial, it is more important to create consumer-demanded MTs, considering language pair and target domain of MT use than parallel corpus availability.

Considering all of the previously mentioned points, Japanese-English patent translation is one of the most interesting SMT research fields which satisfies these points. A large-sized Japanese-English patent parallel corpus has just been released [13]. Commercial demand is also very high for both directions of Japanese-English patent translation. Additionally, an SMT evaluation campaign using the parallel corpus is ongoing [3]. This boosts related technology and helps information exchange.

The research shown in this paper deals with Japanese-to-English patent translation. The proposed method in this paper uses International Patent Classification (IPC) to improve the SMT based patent translation system. IPC is used to build class-based models. Then, multiple class based models and a general model are interpolated by weighting method employing source side language models.

Section 2 explains IPC. Section 3 describes the method of using IPC information for SMT. Section 4 details the experimental setting and results. Section 5 discusses the comparison of the proposed method to related work. Section 6 concludes the paper.

2 International Patent Classification

The International Patent Classification (IPC), established by the Strasbourg Agreement 1971, provides for
Figure 1. Framework of the proposed method.
a hierarchical system of language independent symbols for the classification of patents and utility models according to the different areas of technology to which they pertain. Each section has a title and a symbol. The title consists of one or more words and the symbol consists of a capital letter of the Roman alphabet. They are as follows:

A Human Necessities
B Performing Operations; Transporting
C Chemistry; Metallurgy
D Textiles; Paper
E Fixed Constructions
F Mechanical Engineering; Lighting; Heating; Weapons; Blasting
G Physics
H Electricity

In this research, we only use above information from IPC, i.e., the top layer of the IPC hierarchy.

3 Proposed method

Figure 1 shows the flow of the proposed method. In the proposed method, first we train general models by using all available parallel corpus. Three kinds of models are trained here: a translation model, a target-side language model, and a source-side language model.

Secondly, we divide the original patent parallel corpus into eight subcorpora using IPC label. Then, three models (IPC based models) are trained for each subcorpus.

In the proposed method, source side language models are used to calculate weights for general and IPC based models. Detailed weight calculation formulas are shown in Section 4.2.

4 Experiments

4.1 Phrase-based SMT

We employed a log-linear model as a phrase-based statistical machine translation framework [5]. This model expresses the probability of a target-language word sequence (e) of a given source language word sequence (f) given by:

\[
P(e|f) = \frac{\exp \left( \sum_{i=1}^{M} \lambda_i h_i(e, f) \right)}{\sum_{e'} \exp \left( \sum_{i=1}^{M} \lambda_i h_i(e', f) \right)}
\]  

(1)

where \( h_i(e, f) \) is the feature function, such as the translation model or the language model, \( \lambda_i \) is the feature function’s weight, and \( M \) is the number of features. \( \lambda_i \) is tuned by using the Minimum Error Rate Training (MERT) algorithm [9] on a development set.

We can approximate Eq. 1 by regarding its denominator as constant. The translation results (\( \hat{e} \)) are then obtained by

\[
\hat{e}(f) = \arg \max_e \exp \left( \sum_{i=1}^{M} \lambda_i h_i(e, f) \right)
\]  

(2)

4.2 Weight Calculation

As mentioned in Section 3, features (models) are trained for each IPC. Additionally, \( \lambda_i \) is also tuned for each IPC.

Addition to the feature’s weight (\( \lambda_i \)) shown in Eq. 2, we also need to compute weight for each IPC-based model (\( \mu \)) for each given input sentence. By using \( \mu \), Eq. 2 is reformulated as follows:

\[
\hat{e}(f) = \arg \max_e \exp \left( \sum_{i=1}^{M} \lambda_{i,j} \cdot \mu_j \cdot h_{i,j}(e, f) \right)
\]  

(3)

where

\[ IPC \in \{A, B, C, D, E, F, G, H, General\} \]  

and \( \mu \) is calculated by the following formula

\[
\mu_j = \frac{P(j|S_{input})}{\sum_{k=A}^{IPC} \sum_{i=1}^{M} P(k|S_{input}) \cdot \lambda_i \cdot h_i(j, f)}
\]  

(4)

Here, \( P(j|S_{input}) \) is the probability of input sentence (\( S_{input} \)) belonging to the IPC \( j \). Using the source-side language model of IPC \( i \), \( P(j|S_{input}) \) is calculated by the following formula:

\[
P(j|S_{input}) = \frac{P(S_{input}|j) \cdot \mu_j}{P(S_{input})}
\]  

(5)

where \( P(S_{input}|j) \) is the sentence probability of the input sentence on the source side language model of IPC \( j \). \( P(j) \) is the category probability which is a sentence ratio of the training subcorpus of IPC \( j \) to the full-sized corpus.

In the proposed method, values of \( \mu \) are calculated for each input. Our in-house decoder, which is CleopATRa can handle multiple models with changing \( \mu \) sentence by sentence.

4.3 Experimental Setting

We used training set from NTCIR-7 workshop patent translation task [3] for the experiments. A development set and a test set were also provided data by the workshop. Details of this data is shown in Table 1.
4.4 Experimental Results

Table 2 shows the experimental results. This table shows the evaluation results of the baseline and the proposed method. The evaluation is done by several automatic metrics, BLEU[11], NIST[8], WER and PER. In this table, the better score is underlined. As shown in the table, the BLEU score shows degradation of the MT performance using the proposed method. Meanwhile, all of the other metrics shows improvement using the proposed method.

To test the significance of the scores improvement and degradation, we carried out MT evaluation bootstrapping [14] with a 1000 times sampling. In the table, if there is significant difference between the baseline and the proposed method, boldface numbers are used to express the significantly better score. Looking at the table, BLEU score degradation by the proposed method is not significant. Meanwhile, all of the other scores’ improvement by the proposed method is significant.

5 Discussions

A Japanese-English patent parallel corpus was just released in 2007 [13]. Thus, there is not much SMT-related research on English-to-Japanese patent translation. However, [13] carried out experiments using the aforementioned corpus and IPC information. The experiments simply used the training corpus in the same IPC as an input sentence.

According to their results, that method causes degradation of the BLEU score compared to a baseline method which is similar to our baseline method. They only used the BLEU score for the evaluation, and the score degradation is around 0.78% to 2.02%, which is larger than our results (0.33%). The baseline performance of the experiments is lower than our experiments, thus the relative score degradation of their method is even higher than ours. Considering this point, our method is thought to work better than their method.

6 Conclusions

We proposed a method of using IPC information for SMT based patent translation. This method uses IPC section information to train class based translation and language models. Then, multiple class based models and a general model are interpolated by weighting method employing source side language models.

We carried out experiments using data from the NTCIR-7 workshop patent translation task. The experimental results indicated that our method improved most of automatic scores, which are NIST, WER and PER. Although the proposed method caused BLUE score degradation, the statistical test using a bootstrapping method does not show significant difference.
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Table 2. Evaluation results by automatic metrics

<table>
<thead>
<tr>
<th>Group-ID</th>
<th>Task</th>
<th>Run</th>
<th>Evaluation Metrics</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Proposed method</td>
<td>NICT-ATR</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>Baseline</td>
<td>NICT-ATR</td>
<td>2</td>
</tr>
</tbody>
</table>


