A. GENERATIVE GRAMMARS WITHOUT TRANSFORMATION RULES

A phrase-structure grammar has been written which generates roughly the same set of sentences generated by the most comprehensive transformational grammar\(^1\) of English with which we are acquainted.

Chomsky and others have argued that a grammar consisting of a set of phrase-structure generation rules, along with a very simple rule of interpretation, which assigns structural descriptions to sentences on the basis of the manner of generation,

\(^*\) This work was supported in part by the National Science Foundation (Grant G-24047).
is inadequate for giving a full grammatical description of sentences in English. On the basis of these arguments, many grammarians have chosen to write grammars using transformational generation rules, rules of considerably more mathematical power than phrase-structure rules. However, as Chomsky would be the first to point out, the arguments that he has given do not show that no adequate grammar for English may be written which uses phrase-structure generation rules.

The argument against the use of phrase-structure grammars is threefold. First, such grammars will be quite long, complex, ad hoc, and therefore difficult to write. Second, grammatical description in terms of parsing alone is not complete. Third, phrase-structure grammars cannot exploit or explain certain general features of particular languages.

In order to circumvent these difficulties the following suggestion has been made by Chomsky:

1. To the phrase-structure rules of the generative grammar add rules that are essentially more powerful (transformational rules).

2. Add interpretation rules to give added structural description where certain transformational rules have or have not been used.

We have found that it is not at all necessary to introduce transformational rules to circumvent these difficulties, and, in fact, there are certain advantages in not doing so. We restrict the generation rules to phrase-structure rewrite rules of the sort described by one of us. We retain the parsing interpretation for these generation rules. We augment this interpretation by using a notation for the abbreviation of the phrase-structure generation rules. This abbreviated notation makes use of subscripts of the kind that have been provided for the purpose in the COMIT computer programming language. Grammatical relations beyond those disclosed through parsing analysis are explicated in terms of derivations in the abbreviated notation. Finally we introduce an "evaluation procedure" for choosing between equivalent sets of generation rules. Our evaluation procedure involves a criterion of simplicity which enables us to exploit (and thereby explain) grammatical regularities in a given language.

The phrase-structure grammar that has been written by one of us (Harman) has been written in the form of a computer program that can produce sentences chosen at random from the set generated by the grammar. Examination of the sentences that are produced aids in eliminating errors in the grammar. This grammar generates nearly the same set of sentences as does the transformational grammar on which it is based. The only differences involve a few points at which the transformational grammar appeared to be in error.

We are now in a position to compare the two grammars from the point of view of the threefold argument that has been given against phrase-structure grammars. We have compared the lengths of the two grammars and find them to be of approximately the same
size: one reasonable method of comparison shows the transformational grammar to be shorter, another equally reasonable method shows the phrase-structure grammar to be shorter. As for complexity and ease of writing, it would appear that the phrase-structure grammar is easier to write because the rules, being unordered, are relatively more independent. Neither of the grammars can be said to be ad hoc.

The arguments that phrase-structure grammar would be incomplete and not able to exploit and explain certain general features of particular languages is not borne out in this case. Our phrase-structure grammar provides for and explains adequately all of the features of English provided for and explained adequately by the transformational grammar. It is able to do this by virtue of the additional interpretation provided by the subscript notation that also provides the compactness over an unabbreviated form of the rules.

In other words, arguments for the introduction of transformational generation rules, on the grounds that one type of grammar using phrase-structure generation rules lacks explanatory power, can be met.

Arguments that phrase-structure generation rules lack the mathematical power needed seem incoherent, at least at present. At any rate, the additional mathematical power of the transformation rules was not needed in the very sophisticated transformational grammar of English which we used for a comparison.

The result that a phrase-structure grammar appears to be adequate for English is also of great practical interest to those attempting to handle natural language by machine.
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