Abstract

Training the phrase table by force-aligning (FA) the training data with the reference translation has been shown to improve the phrasal translation quality while significantly reducing the phrase table size on medium sized tasks. We apply this procedure to several large-scale tasks, with the primary goal of reducing model sizes without sacrificing translation quality. To deal with the noise in the automatically crawled parallel training data, we introduce on-demand word deletions, insertions, and backoffs to achieve over 99% successful alignment rate. We also add heuristics to avoid any increase in OOV rates. We are able to reduce already heavily pruned baseline phrase tables by more than 50% with little to no degradation in quality and occasionally slight improvement, without any increase in OOVs. We further introduce two global scaling factors for re-estimation of the phrase table via posterior phrase alignment probabilities and a modified absolute discounting method that can be applied to fractional counts.

Index Terms: phrasal machine translation, phrase training, phrase table pruning

1 Introduction

Extracting phrases from large amounts of noisy word-aligned training data for statistical machine translation (SMT) generally has the disadvantage of producing many unnecessary phrases (Johnson et al., 2007). These can include poor quality phrases, composite phrases that are concatenations of shorter ones, or phrases that are assigned very low probabilities, so that they have no realistic chance when competing against higher scoring phrase pairs. The goal of this work is two-fold: (i) investigating forced alignment training as a phrase table pruning method for large-scale commercial SMT systems and (ii) proposing several extensions to the training procedure to deal with practical issues and stimulate further research.

Generative phrase translation models have the inherent problem of over-fitting to the training data (Koehn et al., 2003; DeNero et al., 2006). (Wuebker et al., 2010) introduce a leave-one-out procedure which is shown to counteract over-fitting effects. The authors report significant improvements on the German-English Europarl data with the additional benefit of a severely reduced phrase table size. This paper investigates its impact on a number of commercial large-scale systems and presents several extensions.

The first extension is to deal with the highly noisy training data, which is automatically crawled and sentence aligned. The noise and the baseline pruning of the phrase table lead to low success rates when aligning the source sentence with the target sentence. We introduce on-demand word deletions, insertions, and backoff phrases to increase the success rate so that we can cover essentially the entire training data. Secondly, phrase table pruning makes out-of-vocabulary (OOV) issues even more pronounced. To avoid an increased OOV rate, we retrieve single-word translations from the baseline phrase table. Lastly, we propose two global scaling factors for re-estimation of the phrase table via posterior phrase alignment probabilities and a modified absolute discounting method that can be applied to fractional counts.
factors to allow fine-tuning of the phrase counts in an attempt to re-estimate the translation probabilities and a modification of absolute discounting that can be applied to fractional counts.

Our main contribution is applying forced-alignment on the training data to prune the phrase table. The rationale behind this is that by decoding the training data, we can identify the phrases that are actually used by the decoder. Further, we present preliminary experiments on re-estimating the channel models in the phrase table based on counts extracted from the force-aligned data.

This work is organized as follows. We discuss related work in Section 2, describe our decoder and training procedure in Section 3 and the experiments in Section 4. A conclusion and discussion of future work is given in Section 5.

2 Related Work

Force-aligning bilingual data has been explored as a means of model training in previous work. Liang et al. (2006) use it for their bold updating strategy to update discriminative feature weights. Utilizing force-aligned data to train a unigram phrase segmentation model is proposed by Shen et al. (2008). Wuebker et al. (2010) apply forced alignment to train the phrase table in an EM-like fashion. They report a significant reduction in phrase table size.

In this work we apply forced alignment training as a pure phrase table pruning technique. Johnson et al. (2007) successfully investigate a number of pruning methods for the phrase inventory based on significance testing. While their approach is more straightforward and less elaborate, we argue that our method is directly tailored to the decoding process and works on top of an already heavily pruned baseline phrase table.

We further experiment with applying the (scaled) phrase alignment posteriors to train the phrase table. A similar idea has been addressed in previous work, e.g. (Venugopal et al., 2003; de Gispert et al., 2010), where word alignment posterior probabilities are leveraged for grammar extraction.

Finally, a number of papers describe extending real phrase training to the hierarchical machine translation paradigm (Blunsom et al., 2008; Cmejrek et al., 2009; Mylonakis and Sima’an, 2010).

3 Phrase Training

3.1 Decoder

Our translation decoder is similar to the open-source toolkit Moses (Koehn et al., 2007). It models translation as a log-linear combination of two phrasal and two lexical channel models, an n-gram language model (LM), phrase, word and distortion penalties and a lexicalized reordering model. The decoding can be summarized as finding the best scoring target sentence \( T^* \) given a source sentence \( S \):

\[
T^* = \arg\max_T \sum_i \lambda_i \log g_i(S,T)
\]  

(1)

where each \( g_i \) represents one feature (the channel models, n-gram, phrase count, etc.). The model weights \( \lambda_i \) are usually discriminatively learned on a development data set via minimum error rate training (MERT) (Och, 2003).

Constraining the decoder to a fixed target sentence is straightforward. Each partial hypothesis is compared to the reference and discarded if it does not match. The language model feature can be dropped since all hypotheses lead to the same target sentence. The training data is divided into subsets for parallel alignment. A bilingual phrase matching is applied to the phrase table to extract only the subset of entries that are pertinent to each subset of training data, for memory efficiency. For forced alignment training, we set the distortion limit \( \Delta \) to be larger than in regular translation decoding. As unlimited distortion leads to very long training times, we compromise on the following heuristic. The distortion limit is set to be the maximum of 10, twice that of the baseline setting, and 1.5 times the maximum phrase length:

\[
\Delta = \max\{10, 2 \times \text{(baseline distortion)}, 1.5 \times \text{(max phrase length)}\}
\]

(2)

To avoid over-fitting, we employ the same leave-one-out procedure as (Wuebker et al., 2010) for training. Here, it is applied on top of the Good-Turing (GT) smoothed phrase table (Foster et al.,
Our phrase table stores the channel probabilities and marginal counts for each phrase pair, but not the discounts applied. Therefore, for each sentence, if the phrase pair \((s, t)\) has a joint count \(c(s, t)\) computed from the entire training data, and occurs \(c_1(s, t)\) times in the current sentence, the leave-one-out probability \(p'(t|s)\) for the current sentence will be:

\[
p'(t|s) = \frac{c'(s, t) - d}{c'(s)} = \frac{c_1(s, t) - d}{c(s) - c_1(s)} = \frac{p(t|s)c(s) - c_1(s, t)}{c(s) - c_1(s)}
\]

since \(p(t|s)c(s) = c(s, t) - d\), where \(d\) is the GT discount value. In the case where \(c(s, t) = c_1(s, t)\) (i.e. \((s, t)\) occurs exclusively in one sentence pair), we use a very low probability as the floor value. We apply leave-one-out discounting to the forward and backward translation models only, not to the lexical channel models.

Our baseline phrase extraction applies some heuristic-based pruning strategies. For example, it prunes offensive translations and many-words to many-words singletons (i.e. a joint count of 1 and both source phrase and target phrase contain multiple words)\(^*\). Finally the forward and backward translation probabilities are smoothed with Good-Turing discounting.

### 3.2 Weak Lambda Training with High Distortion

Our leave-one-out training flowchart can be illustrated in Figure 1. To force-align the training data with good quality, we need a set of trained lambda weights, as shown in Equation 1. We can use the lambda weights learned from the baseline system for that purpose. However, ideally we want the lambda values to be learned under a similar configuration as the forced alignment. Therefore, for this purpose we run MERT with the larger distortion limit given in Equation 2.

\(^*\)The pruned entries are nevertheless used in computing joint counts and marginal counts.

---

**Figure 1:** Flowchart of forced-alignment phrase training.

Additionally, since forced alignment does not use the language model, we propose to use a weaker language model for training the lambdas \(\Lambda_1\) to be used in the forced alignment decoding.

Using a weaker language model also speeds up the lambda training process, especially when we are using a distortion limit \(\Delta\) at least twice as high as in the baseline system. In our experiments, the baseline system uses an English 5-gram language model trained on a large amount of monolingual data. The lambda values used for forced alignment are learned using the bigram LM trained on the target side of the
parallel corpus for each system.

We compared a number of systems using different degrees of weak models and found out the impact on the final system was minimal. However, using a small bigram LM with large distortion yielded a stable performance in terms of BLEU, and was 25% faster than using a large 5-gram with the baseline distortion. Because of the speed improvement and its stability, this paper adopts the weak bigram lambda training.

3.3 On-demand Word Insertions and Deletions

For many training sentences the translation decoder is not able to find a phrasal alignment. We identified the following main reasons for failed alignments:

- Incorrect sentence alignment or sentence segmentation by the data crawler,
- OOVs due to initial pruning in the phrase extraction phase,
- Faulty word alignments,
- Strongly reordered sentence structure. That is, the distortion limit during forced alignment is too restrictive.

For some of these cases, discarding the sentence pairs can be seen as implicit data cleaning. For others, there do exist valid sub-sentences that are aligned properly. We would like to be able to leverage those sub-sentences, effectively allowing us to do partial sentence removal. Therefore, we introduce on-demand word insertions and deletions. Whenever a partial hypothesis can not be expanded to the next target word $t_j$, with the given phrase table, we allow the decoder to artificially introduce a phrase pair $(null, t_j)$ to insert the target word into the hypothesis without consuming any source word. These artificial phrase pairs are introduced with a high penalty and are ignored when creating the output phrase table. We can also introduce backoff phrase pairs $(s_i, t_j)$ for all source words $s_i$ that are not covered so far, also with a fixed penalty.

After we reach the end of the target sentence, if there are any uncovered source words $s_i$, we artificially add the deletion phrase pairs $(s_i, null)$ with a high penalty. Introducing on-demand word insertions and deletions increases the data coverage to at least 99% of the training sentences on all tasks we have worked on. Due to the success of insertion/deletion phrases, we have not conducted experiments using backoff phrases within the scope of this work, but leave this to future work.

3.4 Phrase Training as Pruning

This work concentrates on practical issues with large and noisy training data. Our main goal is to apply phrase training to reduce phrase table size without sacrificing quality. We do this by dumping $n$-best alignments of the training data, where $n$ ranges from 100-200. We prune the baseline phrase table to only contain phrases that appear in any of the $n$-best phrase alignments, leaving the channel probabilities unchanged. That is, the model scores are still estimated from the original counts. We can control the size of the final phrase table by adjusting the size of the $n$-best list. Based on the amount of memory we can afford, we can thus keep the most important entries in the phrase table.

3.5 OOV retrieval

When performing phrase table pruning as described in Section 3.4, OOV rates tend to increase. This effect is even more pronounced when deletion/insertion phrases are not used, due to the low alignment success rate. For commercial applications, untranslated words are a major concern for end users, although it rarely has any impact on BLEU scores. Therefore, for the final phrase table after forced alignment training, we check the translations for single words in the baseline phrase table. If any single word has no translation in the new table, we recover the top $x$ translations from the baseline table. In practice, we set $x = 3$.

3.6 Fractional Counts and Model Re-estimation

As mentioned in Section 3.4, for each training sentence pair we produce the $n$-best phrasal alignments. If we interpret the model score of an alignment as its log likelihood, we can weight the count for each phrase by its posterior probability. However, as the
log-linear model weights are trained in a discriminative fashion, they do not directly correspond to probabilities. In order to leverage the model scores, we introduce two scaling factors $\vartheta$ and $\rho$ that allow us to shape the count distribution according to our needs. For one sentence pair, the count for the phrase pair $(s, t)$ is defined as

$$c(s, t) = \left( \sum_{i=1}^{n} c(s, t|h_i) \cdot \frac{\exp(\vartheta \cdot \phi(h_i))}{\sum_{j=1}^{n} \exp(\vartheta \cdot \phi(h_j))} \right)^\rho,$$

(4)

where $h_i$ is the $i$-th hypothesis of the $n$-best list, $\phi(h_i)$ the log-linear model score of the alignment hypothesis $h_i$ and $c(s, t|h_i)$ the count of $(s, t)$ within $h_i$. If $\vartheta = 0$, all alignments within the $n$-best list are weighted equally. Setting $\rho = 0$ means that all phrases that are used anywhere in the $n$-best list receive a count of 1.

Absolute discounting is a popular smoothing method for relative frequencies (Foster et al., 2006). Its application, however, is somewhat difficult, if counts are not required to be integer numbers and can in fact reach arbitrarily small values. We propose a minor modification, where the discount parameter $d$ is added to the denominator, rather than subtracting it from the numerator. The discounted relative frequency for a phrase pair $(s, t)$ is computed as

$$p(s|t) = \frac{c(s, t)}{d + \sum_{s'} c(s', t)}.$$

(5)

### 3.7 Round-Two Lambda Training

After the phrase table is pruned with forced alignment (either re-estimating the channel probabilities or not), we recommend a few more iterations of lambda training to ensure our lambda values are robust with respect to the new phrase table. In our experiments, we start from the baseline lambdas and train at most 5 more iterations using the baseline distortion and the 5-gram English language model. The settings have to be consistent with the final decoding; therefore we are not using weak lambda training here.

### Empirically we found the final lambdas ($\Lambda_2$) made a very small improvement over the baseline lambdas. However, we decided to keep this second round of lambda training to guarantee its stability across all language pairs.

### 4 Experiments

In this section, we describe our experiments on large-scale training data. First, we prune the original phrase table without re-estimation of the models. We conducted experiments on many language pairs. But due to the limited space here, we chose to present two high traffic systems and the two worst systems so that readers can set the correct expectation with the worst-case scenario. The four systems are: Italian (it), Portuguese (pt), Dutch (nl) and Estonian (et), all translating to English (en).

#### 4.1 Corpora

The amount of data for the four systems is shown in Table 1. There are two test sets: Test1 and WMT. Test1 is our internal data set, containing web page translations among others. WMT is sampled from the English side of the benchmark test sets of the Workshop on Statistical Machine Translation†. The sampled English sentences are then manually translated into other languages, as the input to test X-to-English translation. WMT tends to contain news-like and longer sentences. The development set (for learning lambdas) is from our internal data set. We make sure that there is no overlap among the development set, test sets, and the training set.

<table>
<thead>
<tr>
<th>system</th>
<th>parallel corpus (sent. pairs)</th>
<th>Dev</th>
<th>Test1</th>
<th>WMT</th>
</tr>
</thead>
<tbody>
<tr>
<td>it-en</td>
<td>13.0M</td>
<td>2000</td>
<td>5000</td>
<td>3027</td>
</tr>
<tr>
<td>pt-en</td>
<td>16.9M</td>
<td>2448</td>
<td>5000</td>
<td>1000</td>
</tr>
<tr>
<td>nl-en</td>
<td>15.0M</td>
<td>499</td>
<td>4996</td>
<td>1000</td>
</tr>
<tr>
<td>et-en</td>
<td>3.5M</td>
<td>1317</td>
<td>1500</td>
<td>995</td>
</tr>
</tbody>
</table>

Table 1: Data sizes of the four systems Italian, Portuguese, Dutch and Estonian to English. All numbers refer to sentence pairs.

†www.statmt.org/wmt09
4.2 Insertion/Deletion Phrases

Unless explicitly stated, all experiments here used the weak bigram LMs to obtain the lambdas used for forced alignment, and on-demand insertion/deletion phrases are applied. For the size of \( n \)-best, we use \( n = 100 \). The only exception is the nl-en language pair, for which we set \( n = 160 \) because its phrase distortion setting is higher than the others and for its higher number of morphological variations. Table 2 shows the BLEU performance of the four systems, in the baseline setting and in the forced-alignment setting with insertion/deletion phrases and without insertion/deletion phrases. Whether partial sentences should be kept or not (via insertion/deletion phrases) depends on the quality of the training data. One would have to run both settings to decide which is better for each system. In all cases, there is little or no degradation in quality after the table is sufficiently pruned.

Table 3 shows that our main goal of reducing the phrase table size is achieved. On all four language pairs, we are able to prune over 50% of the phrase table. Without on-demand insertions/deletions, the size reduction is even stronger. Notice the size reduction here is relative to the already heavily pruned baseline phrase table.

With such a successful size cut, we expected a significant increase in decoding speed in the final system. In practice we experienced 3% to 12% of speedup across all the systems we tested. Both our baseline and the reduced systems use a tight beam width of 20 hypotheses per stack. We assume that with a wider beam, the speed improvement would be more pronounced.

We also did human evaluation on all 8 system outputs (four language pairs, with two test sets per language pair) and all came back positive (more improvements than regressions), even on those that had minor BLEU degradation. We conclude that the size cut in the phrase table is indeed harmless, and therefore we declare our initial goal of phrase table pruning without sacrificing quality is achieved.

In (Wuebker et al., 2010) it was observed, that phrase training reduces the average phrase length. The longer phrases, which are unlikely to generalize, are dropped. We can confirm this observation for the it-en and pt-en language pairs in Table 4. However, for nl-en and et-en the average source phrase length is not significantly affected by phrase training, especially with the insertion/deletion phrases. When these artificial phrases are added during forced alignment, they tend to encourage long target phrases as uncovered single target words can be consumed by the insertion phrases. However, these insertion phrases are not dumped into the final phrase table and hence cannot help in reducing the average phrase length of the final phrase table.

| Table 2: BLEU scores of forced-alignment-based phrase-table pruning using weak lambda training. \( n \)-best size is 100 except for nl-en, where it is 160. We contrast forced alignment with and without on-demand insertion/deletion phrases. With the on-demand artificial phrases, FA success rate is over 99%.

<table>
<thead>
<tr>
<th>Language</th>
<th>baseline</th>
<th>FA w/ del.</th>
<th>FA w/o del.</th>
</tr>
</thead>
<tbody>
<tr>
<td>it-en</td>
<td>suc.rate</td>
<td>–</td>
<td>99.5%</td>
</tr>
<tr>
<td></td>
<td>Test1</td>
<td>42.27</td>
<td>42.05</td>
</tr>
<tr>
<td></td>
<td>WMT</td>
<td>30.16</td>
<td>30.19</td>
</tr>
<tr>
<td>pt-en</td>
<td>suc.rate</td>
<td>–</td>
<td>99.5%</td>
</tr>
<tr>
<td></td>
<td>Test1</td>
<td>47.55</td>
<td>47.47</td>
</tr>
<tr>
<td></td>
<td>WMT</td>
<td>40.74</td>
<td>41.36</td>
</tr>
<tr>
<td>nl-en</td>
<td>suc.rate</td>
<td>–</td>
<td>99.6%</td>
</tr>
<tr>
<td></td>
<td>Test1</td>
<td>32.39</td>
<td>31.87</td>
</tr>
<tr>
<td></td>
<td>WMT</td>
<td>43.37</td>
<td>43.06</td>
</tr>
<tr>
<td>et-en</td>
<td>suc.rate</td>
<td>–</td>
<td>99.1%</td>
</tr>
<tr>
<td></td>
<td>Test1</td>
<td>46.14</td>
<td>46.35</td>
</tr>
<tr>
<td></td>
<td>WMT</td>
<td>20.08</td>
<td>19.60</td>
</tr>
</tbody>
</table>

| Table 3: % Phrase table size reduction compared with the baseline phrase table.

<table>
<thead>
<tr>
<th>Language</th>
<th>w/o del.</th>
<th>w/ del.</th>
</tr>
</thead>
<tbody>
<tr>
<td>it-en</td>
<td>65.4%</td>
<td>54.0%</td>
</tr>
<tr>
<td>pt-en</td>
<td>68.5%</td>
<td>61.3%</td>
</tr>
<tr>
<td>nl-en</td>
<td>64.1%</td>
<td>56.9%</td>
</tr>
<tr>
<td>et-en</td>
<td>63.6%</td>
<td>58.5%</td>
</tr>
</tbody>
</table>

Table 3 shows that our main goal of reducing the phrase table size is achieved. On all four language pairs, we are able to prune over 50% of the phrase table. Without on-demand insertions/deletions, the size reduction is even stronger. Notice the size reduction here is relative to the already heavily pruned baseline phrase table.

With such a successful size cut, we expected a significant increase in decoding speed in the final system. In practice we experienced 3% to 12% of speedup across all the systems we tested. Both our baseline and the reduced systems use a tight beam width of 20 hypotheses per stack. We assume that with a wider beam, the speed improvement would be more pronounced.

We also did human evaluation on all 8 system outputs (four language pairs, with two test sets per language pair) and all came back positive (more improvements than regressions), even on those that had minor BLEU degradation. We conclude that the size cut in the phrase table is indeed harmless, and therefore we declare our initial goal of phrase table pruning without sacrificing quality is achieved.

In (Wuebker et al., 2010) it was observed, that phrase training reduces the average phrase length. The longer phrases, which are unlikely to generalize, are dropped. We can confirm this observation for the it-en and pt-en language pairs in Table 4. However, for nl-en and et-en the average source phrase length is not significantly affected by phrase training, especially with the insertion/deletion phrases. When these artificial phrases are added during forced alignment, they tend to encourage long target phrases as uncovered single target words can be consumed by the insertion phrases. However, these insertion phrases are not dumped into the final phrase table and hence cannot help in reducing the average phrase length of the final phrase table.
Table 4: Comparison of average source phrase length in the phrase table.

<table>
<thead>
<tr>
<th></th>
<th>it-en</th>
<th>pt-en</th>
<th>nl-en</th>
<th>et-en</th>
</tr>
</thead>
<tbody>
<tr>
<td>avg. src phrase length</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>baseline w/o del.</td>
<td>3.1</td>
<td>3.7</td>
<td>3.1</td>
<td>2.9</td>
</tr>
<tr>
<td>w/ del.</td>
<td>2.4</td>
<td>3.0</td>
<td>3.0</td>
<td>2.8</td>
</tr>
</tbody>
</table>

Table 5: BLEU scores of different n-best sizes for the highly inflected Dutch system and the noisy Estonian system.

<table>
<thead>
<tr>
<th></th>
<th>Test1</th>
<th>WMT</th>
<th>PT size reduction</th>
</tr>
</thead>
<tbody>
<tr>
<td>nl-en baseline</td>
<td>32.29</td>
<td>43.37</td>
<td>-</td>
</tr>
<tr>
<td>n=100</td>
<td>31.45</td>
<td>42.90</td>
<td>66.0%</td>
</tr>
<tr>
<td>n=160</td>
<td>31.87</td>
<td>43.06</td>
<td>64.1%</td>
</tr>
<tr>
<td>et-en baseline</td>
<td>46.14</td>
<td>20.08</td>
<td>-</td>
</tr>
<tr>
<td>n=100</td>
<td>46.35</td>
<td>19.60</td>
<td>63.6%</td>
</tr>
<tr>
<td>n=200</td>
<td>46.34</td>
<td>19.88</td>
<td>58.4%</td>
</tr>
</tbody>
</table>

Table 6: Phrase pruning (FaPrune) vs. further model re-estimation after pruning (FaTrain) on 1/3 it-en training data, both with and without on-demand insertions/deletions.

<table>
<thead>
<tr>
<th></th>
<th>ins/del</th>
<th>ρ</th>
<th>d</th>
<th>BLEU</th>
</tr>
</thead>
<tbody>
<tr>
<td>baseline</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>40.6</td>
</tr>
<tr>
<td>FaPrune</td>
<td>no</td>
<td>0</td>
<td>0</td>
<td>40.7</td>
</tr>
<tr>
<td>FaTrain</td>
<td>no</td>
<td>0.5</td>
<td>0</td>
<td>40.4</td>
</tr>
<tr>
<td></td>
<td>yes</td>
<td>0</td>
<td>0.2</td>
<td>40.5</td>
</tr>
<tr>
<td></td>
<td>yes</td>
<td>0.5</td>
<td>0.4</td>
<td>40.5</td>
</tr>
</tbody>
</table>

4.3 Phrase Model Re-estimation

This section conducts a preliminary evaluation of the techniques introduced in Section 3.6. For fast turnaround, these experiments were conducted on approximately 1/3 of the Italian-English training data. Training is performed with and without insertion/deletion phrases and both with (FaTrain) and without (FaPrune) re-training of the forward and backward phrase translation probabilities. Table 6 shows the BLEU scores with different settings of the global scaling factor $\rho$ and the inverse discount $d$. The second global scaling factor is fixed to $\vartheta = 0$. The preliminary results seem to be invariant of the settings. We conclude that using forced alignment posteriors as a feature training method seems to be less effective than using competing hypotheses from free decoding as in (He and Deng, 2012).

5 Conclusion and Outlook

We applied forced alignment on parallel training data with leave-one-out on four large-scale commercial systems. In this way, we were able to reduce the size of our already heavily pruned phrase tables by at least 54%, with almost no loss in translation quality, and with a small improvement in speed performance. We show that for language pairs with strong reordering, the n-best list size needs to be increased to account for the larger search space.

We introduced several extensions to the training procedure. On-demand word insertions and deletions can increase the data coverage to nearly 100%. We plan to extend our work to use backoff translations (the target word that can not be extended given the input phrase table will be aligned to any uncovered single source word) to provide more alignment varieties, and hence hopefully to be able to keep more good phrase pairs. To avoid higher OOV rates after pruning, we retrieved single-word translations from the baseline phrase table.

We would like to emphasize that this leave-one-out pruning technique is not restricted to phrasal translators, even though all experiments presented in this paper are on phrasal translators. It is possible to extend the principle of forced alignment guided pruning to hierarchical decoders, treelet decoders, or syntax-based decoders, to prune redundant or useless phrase mappings or translation rules.
Re-estimating phrase translation probabilities using forced alignment posterior scores did not yield any noticeable BLEU improvement so far. Instead, we propose to apply discriminative training similar to (He and Deng, 2012) after forced-alignment-based pruning as future work.
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