NTCIR-5 CLIR Experiments at Oki
Tetsuji Nakagawa
nakagawa378@oki.com
Corporate Research and Development Center
Oki Electric Industry Co., Ltd.
2—5—7 Honmachi, Chuo-ku, Osaka 541-0053, Japan

Abstract

We participated in the SLIR, BLIR(PLIR) and MLIR subtasks of the NTCIR-5 CLIR task. Our IR system uses language models for document scoring and query expansion, and can handle four languages; Chinese, Japanese, Korean and English. The system utilizes multiple language resources (bilingual dictionaries, parallel corpora and machine translation systems). We attempted to use some techniques including pivot language approach, query translation and document translation.
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1 Introduction

We participated in the SLIR, BLIR(PLIR) and MLIR subtasks of the NTCIR-5 CLIR task. Our main goal is to develop a CLIR system which can handle as many languages as possible even with limited available resources for translation. The IR system we developed conducts document scoring and pseudo-relevance feedback based on language models, and uses several resources for cross-lingual IR; bilingual dictionaries, parallel corpora and machine translation systems. We attempt to use some techniques including the pivot language approach, query translation and document translation. Our system can handle four types of queries; queries written in Chinese, Japanese, Korean and English, and five types of documents; documents written in the four languages plus multilingual documents (CJKE). We submitted search results for all the 20 subtasks of these combinations ({C, J, K, E}-{C, J, K, E, CJKE} runs).

This paper is organized as follows: Section 2 describes our IR system. Section 3 discusses results of the formal runs and Section 4 concludes.

2 System Description

The system uses word-based indexing for Chinese, Japanese, Korean and English. Language models are used for document scoring, and the pseudo-relevance feedback is used for query expansion. In bilingual IR, the cross-lingual pseudo-relevance feedback method is used for query translation. In multilingual IR, each result of SLIR and BLIR for the same query is merged with a normalizing method. We explain these methods in the following subsections.

2.1 Keyword Extraction

Two major approaches are known for keyword extraction from queries and documents written in Chinese and Japanese — the n-gram-based approach and the word-based approach. The n-gram-based approach uses character n-grams for indexing, and needs no language-specific word segmenters. The word-based approach needs smaller size of indices, and a word is a suitable unit for linguistic processing than a character n-gram. We adopt the word-based approach. We developed a statistical Chinese word segmenter [8] and a statistical Korean morphological analyser, and use them for Chinese and Korean keyword extraction respectively. The Japanese morphological analyser ChaSen [7] is used for Japanese keyword extraction, and the Porter stemmer is used for English. All symbol characters are removed from indices. Functional words in Japanese indices identified by the morphological analyser and stopwords (429 words) in English indices are also removed.

2.2 Document Scoring

We use the language models [11] for document scoring. Given a query \( q \) and a document \( d \), the method uses the probability of \( d \) given \( q \) as the relevance between \( q \) and \( d \). We use the following equation (score \(_e\) model described in [4]) to calculate the retrieval status value of the document, \( RSV(d) \) (see Appendix A for more details):

\[ RSV(d) = \text{score}_e(q, d) \]
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where \( tf(x, y) \) is the frequency of the term \( x \) in the query or document \( y \), \( df(x) \) is the number of documents containing the term \( x \), and \( \lambda \) is a smoothing parameter ranging from 0 to 1. \( c \) is a constant independent of \( d \) and ignored in the calculation of the RSV. The RSV \( RSV(d) \) can be calculated by using an inverted file, and we use Generic Engine for Transposable Association (GETA) [5] for this purpose. We set the value of the smoothing parameter \( \lambda \) to 0.25, which yields high performance on the training (NTCIR-4) data.

2.3 Query Expansion

We use the pseudo-relevance feedback (PRF) method to expand queries. Given a query, the method retrieves the top \( M \) documents \( r = \{ r_1, \cdots , r_M \} \). Each term \( t \) in the documents is ranked by a certain term selection value \( TSV(t) \) and the top \( N \) terms are added to the initial query. We use the ratio method [10] for the scoring. This method calculates the probability that \( r \) is generated given the term \( t \) based on language models and uses it as the term selection value \( TSV(t) \) as follows:

\[
TSV(t) = \log P(r|t), \\
\approx \log \prod_{d' \in r} \frac{P(t|d')P(d')}{P(t)} , \\
= \sum_{d' \in r} \log \frac{P(t|d')}{P(t)} + c.
\]

where \( c \) is a constant independent of \( t \). We set the values of \( M \) and \( N \) both to 10, which performed well on the training data.

2.4 Cross-Linguual IR

We prepared the following language resources for translation:

**Bilingual Dictionary**
- **CEDICT** — Chinese-English dictionary (27,085 words) [3]
- **EDICT** — Japanese-English dictionary (110,872 words) [1]
- **engdic** — English-Korean dictionary (212,699 words) [9]

---

1. We used English documents of training (NTCIR-4) data for monolingual PRF of the E-C, E-J and E-K runs, because the English documents of the test data is not available at that time.
queries using each resource and finally combine the resulting translated queries.

Since we could not find any language resources for some language pairs, e.g. Japanese-Korean and Chinese-Korean, we use the pivot language method. For example, queries written in Japanese are translated to English queries first, and then the English queries are translated to Korean queries.

Table 1 shows the usage of the language resources in each run. Although the Chinese-English dictionary can be used for translating Chinese queries into English, we translate them by using Japanese as a pivot language because we have the Chinese-Japanese and Japanese-English MT system and it performed better than the bilingual dictionary. In the C-K run, we use two pivot languages; the Chinese queries are translated into Japanese first, then translated to English, and finally translated to Korean.

In the J-E run, we tried the document translation approach as well as the query translation approach. We translated all the English documents into Japanese using MT, and conducted J-J search against them.

2.5 Multilingual IR

In multilingual IR, we merge each result of SLIR and BLIR for the same query. Several merging methods for MLIR have been studied. The round-robin method interleaves the retrieved documents of different languages by assuming that the significance of the ranking in each language is equal. The raw-score method merges the retrieved documents using raw values of RSVs. The normalized-score method merges the retrieved documents using normalized values of RSVs. The normalized RSV of the \( i \)-th ranked document, \( RSV_{i}^{norm} \), is calculated from the original value \( RSV_{i} \) as follows:

\[
RSV_{i}^{norm} = \frac{RSV_{i} - \min_{j}\{RSV_{j}\}}{\max_{j}\{RSV_{j}\} - \min_{j}\{RSV_{j}\}}. \tag{3}
\]

The Z-score method [13] merges the retrieved documents using the Z-scores of RSVs calculated as follows:

\[
RSV_{i}^{Z} = \frac{RSV_{i} - \mu}{\sigma}. \tag{4}
\]

where \( \mu \) is the average of RSVs and \( \sigma \) is the standard deviation.

In our system, RSVs are normalized by simply subtracting the average value:

\[
RSV_{i}' = RSV_{i} - \mu. \tag{5}
\]

We do not divide the values as the normalized-score and the Z-score methods because RSVs of our system are logarithms of (unnormalized) probabilities and this method performed well for the training data.

<table>
<thead>
<tr>
<th>Run</th>
<th>MAP(% of SLIR)</th>
<th>Translation Direction (Method)</th>
</tr>
</thead>
<tbody>
<tr>
<td>C-C</td>
<td>0.3330 (100%)</td>
<td>—</td>
</tr>
<tr>
<td>J-C</td>
<td>0.0779 (23%)</td>
<td>J-E(BD,PC,MT)+E-C(BD)</td>
</tr>
<tr>
<td>K-C</td>
<td>0.0377 (11%)</td>
<td>K-E(BD)+E-C(BD)</td>
</tr>
<tr>
<td>E-C</td>
<td>0.0853 (26%)</td>
<td>E-C(BD)</td>
</tr>
<tr>
<td>C-J</td>
<td>0.1932 (70%)</td>
<td>C-J(MT)</td>
</tr>
<tr>
<td>J-J</td>
<td>0.2763 (100%)</td>
<td>—</td>
</tr>
<tr>
<td>K-J</td>
<td>0.0583 (21%)</td>
<td>K-E(BD)+E-J(BD,PC)</td>
</tr>
<tr>
<td>E-J</td>
<td>0.1986 (72%)</td>
<td>E-J(BD,PC,MT)</td>
</tr>
<tr>
<td>C-K</td>
<td>0.1406 (32%)</td>
<td>C-J(MT)+J-E(BD,PC)+E-K(BD)</td>
</tr>
<tr>
<td>J-K</td>
<td>0.1612 (37%)</td>
<td>J-E(BD,PC,MT)+E-K(BD)</td>
</tr>
<tr>
<td>K-K</td>
<td>0.4334 (100%)</td>
<td>—</td>
</tr>
<tr>
<td>E-K</td>
<td>0.1171 (27%)</td>
<td>E-K(BD)</td>
</tr>
<tr>
<td>C-E</td>
<td>0.2356 (54%)</td>
<td>C-J(MT)+J-E(BD,PC)</td>
</tr>
<tr>
<td>J-E</td>
<td>0.3365 (77%)</td>
<td>J-E(BD,PC,MT)</td>
</tr>
<tr>
<td>K-E</td>
<td>0.1003 (23%)</td>
<td>K-E(BD)</td>
</tr>
<tr>
<td>E-E</td>
<td>0.4350 (100%)</td>
<td>—</td>
</tr>
</tbody>
</table>

Table 1. MAP of Formal Runs and Translation Methods (BD: Bilingual Dictionary, PC: Parallel Corpus, MT: Machine Translation; '+' means the use of pivot languages) (D-run, Rigid)

3 Evaluation Results and Discussion

In this section, we analyze our results of the NTCIR-5 formal runs.

3.1 Formal Run Results

The MAP values of formal runs are shown in Table 2 and Figure 2. The performance of BLIR runs using Korean queries or documents is low, and the main reason seems to be the limited amount of the translation resources. The MAP values for cross-lingual IR are summarized in Table 1. Although the MAP values of BLIR in which MT is used are more than 70\% of SLIR’s performance, the values of BLIR in which only bilingual dictionary is used are less than 30\% of that. The MAP values of PLIR varied from 11\% to 54\% of the SLIR’s performance. Interestingly, the J-K run, which uses English as a pivot language and conducts Japanese-to-English translation then English-to-Korean translation, outperformed the E-K run which conduct only English-to-Korean translation, probably because the Japanese-to-English translation successfully expanded the queries.

3.1.1 Performance of J-J Run

Among the results of SLIR, only the J-J run’s MAP value (Rigid) is lower than the average value of the participants. We conducted experiments with several settings in order to examine the reason, whether the
### Table 2. MAP of Formal Runs

<table>
<thead>
<tr>
<th>Run</th>
<th>MAP (PRF Parameters)</th>
<th>Formal Run</th>
<th>Best (Training)</th>
<th>Best (Test)</th>
</tr>
</thead>
<tbody>
<tr>
<td>C-C</td>
<td>0.3330</td>
<td>0.3493</td>
<td>0.3569</td>
<td>0.3417</td>
</tr>
<tr>
<td>J-J</td>
<td>0.2576</td>
<td>0.3276</td>
<td>0.3528</td>
<td>0.3206</td>
</tr>
<tr>
<td>K-K</td>
<td>0.3334</td>
<td>0.4390</td>
<td>0.4517</td>
<td>0.4301</td>
</tr>
<tr>
<td>E-E</td>
<td>0.3500</td>
<td>0.4203</td>
<td>0.4380</td>
<td>0.4320</td>
</tr>
</tbody>
</table>

### Table 3. MAP for Different PRF Parameters

(M: # of documents, N: # of terms) (D-run, Rigid)

<table>
<thead>
<tr>
<th>Run</th>
<th>MAP (PRF Parameters)</th>
<th>Formal Run</th>
<th>Best (Training)</th>
<th>Best (Test)</th>
</tr>
</thead>
<tbody>
<tr>
<td>C-C</td>
<td>0.3330</td>
<td>0.3493</td>
<td>0.3569</td>
<td>0.3417</td>
</tr>
<tr>
<td>J-J</td>
<td>0.2576</td>
<td>0.3276</td>
<td>0.3528</td>
<td>0.3206</td>
</tr>
<tr>
<td>K-K</td>
<td>0.3334</td>
<td>0.4390</td>
<td>0.4517</td>
<td>0.4301</td>
</tr>
<tr>
<td>E-E</td>
<td>0.3500</td>
<td>0.4203</td>
<td>0.4380</td>
<td>0.4320</td>
</tr>
</tbody>
</table>
lower performance is essentially caused by our method or wrong parameter setting.

We varied parameters of PRF, the value \( M \) (the number of documents to be retrieved) and \( N \) (the number of terms to be extracted), to find the best parameters for the training (NTCIR-4) data and the test (formal run) data. Table 3 shows the MAP values on the test data with the parameters used in the formal run, the best parameters for the training data and the best parameters for the test data. The MAP value with the J-J formal run parameters is much smaller than that with the best parameters for the training data and the test data. We used the same PRF parameters \((M = 10, N = 10)\) for all the runs and did not tune the parameters for each language in order to avoid overfitting to the training data. However, the inappropriate parameters decreased the performance of the J-J run. Figure 3 shows the MAP values for different values of \( \lambda \) (the smoothing parameter of the language models). Although we set the value to \( \lambda = 0.25 \) in our formal runs, the effect of the parameter was smaller than that of PRF parameters.

### 3.1.2 Methods and Resources for BLIR

In the J-E run, we conducted the query translation method and the document translation method. The document translation method uses the MT system, and the query translation method uses the bilingual dictionary, the parallel corpus and the MT system. To compare the performance with the different translation methods and resources, we conducted experiments with several settings.

Table 4 shows the results on the training data and the test data. In the experiments, the performance with query translation is better than that with document translation whether the monolingual PRF is used or not. From our investigation, the differences are mainly caused by the output of the MT systems (the query translation uses the Japanese-to-English MT and the document translation uses the English-to-Japanese MT). We used all the three language resources for query translation in the formal runs. Although the performance with the three resources was best on the training data, it was lower than that with only MT on the test data.

### 3.1.3 Merging Methods for MLIR

We conducted MLIR experiments to examine the performance for different merging strategies. Table 5 shows the results on the training data and the test data. Our system’s method (Subtraction) had the highest MAP values for all the training data. However, on the test data, no single method achieved the highest MAP values for all the runs.

### 4 Conclusion

We developed the CLIR system which handles Chinese, Japanese, Korean and English, and participated in the SLIR, BLIR(PLIR) and MLIR subtasks. The system utilizes the bilingual dictionaries, the parallel corpus and the machine translation system for BLIR, and also uses the pivot language method for some language pairs. We submitted search results for all the 20 runs, however the performance of cross-lingual IR is not yet satisfactory. Adapting parameters of the language model-based IR and improving the performance of cross-lingual IR are left for future work.
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A Document Scoring using Language Models

RSVs by the score4 model [4] is obtained as follows:

\[
RSV(d) = \log P(d|q) = \log P(d)P(q|d) - \log P(q) = \log P(d) + \log P(q|d) + c',
\]

\[
\simeq \log P(d) + \log \prod_{t \in q} P(t|d) + (1 - \lambda)P(t) \right)_{tf(t',q)} + c',
\]

\[
= \log P(d) + \log \prod_{t \in q} \left( \frac{\lambda P(t|d) + (1 - \lambda)P(t)}{1 - \lambda} \right)_{tf(t',q)} + c',
\]

\[
= \log P(d) + \sum_{t \in q} \left( \lambda P(t|d) + (1 - \lambda)P(t) \right)_{tf(t',q)} + c' + c'',
\]

\[
= \log \frac{\sum_{t \in q} \lambda f(t, d) \sum_{t'} df(t')}{{\lambda f(t, d) \sum_{t'} df(t')} + 1} + c.
\]

where \((c', c'', c')\) are constants independent of \(d\), and we assumed:

\[
P(d) = \frac{\sum_{t \in q} t f(t', d)}{\sum_{t'} \sum_{t} t f(t', d')},
\]

\[
P'(t|d) = \frac{f(t,d)}{\sum_{t'} f(t', d)}.
\]

\[
P(t) = \frac{d f(t)}{\sum_{t'} d f(t')}.
\]