1. Systems

The ICT system for IWSLT 2008 is a combination of four systems.

1.1 Silenus

Silenus (Mi et al., 2008; Mi and Huang, 2008) is a forest-based tree-to-string SMT system. A packed parse forest is a compact representation of all derivations (i.e., parse trees) for a given sentence under a context-free grammar. A tree-to-string rule describes the correspondence between source parse trees and a target string.

Unlike previous tree-to-string (Liu et al., 2006; Huang et al., 2006) or string-to-tree methods (Bruin, 2006; Marchetti et al., 2006), Silenus uses packed parse forests. In decoding, the input is a source forest rather than a source tree.

Figure 1 demonstrates a pair of linked source forest and target string. Table 1 shows some tree-to-string rules learned from the example forest-string pair in Figure 1.

1.2 Bruin

Bruin (Xiong et al., 2006) is a formally syntax-based system that implements a maximum entropy based reordering model on BTG rules (Yu 1997). Bruin employs the following three BTG rules to direct translation:

\[ \begin{align*}
&\text{Rule 1:} & P & = \frac{1}{1 + e^{-c}} \\
&\text{Rule 2:} & P & = \frac{1}{1 + e^{-c}} \\
&\text{Rule 3:} & P & = \frac{1}{1 + e^{-c}}
\end{align*} \]

The first two rules are used to merge two neighboring blocks into one larger block either in a monotonic or an inverted order. A block is a pair of source and target contiguous sequences of words. The last rule translates a source phrase into a target phrase and generate a block.

Figure 2 gives some blocks. The first block and the second block is connected in a monotonic order. The third and the fourth block is connected in an inverted order.

This is a typical two-class classification. We build a maximum entropy model to predict the merging order as to whether a phrase.

1.3 Mencius

Mencius (He et al., 2006) is a phrase-based system that is very similar to Moses. The major difference is that we introduce similarity-based partial matching for bilingual phrases to alleviate data sparseness problem.

If two source phrases share the same length and the same parts-of-speech sequence, we refer to them as similar phrase pair. Their similarity is computed as the phrase length divided by the number of shared words. Our hope is that similar bilingual phrases can be used to create translation templates in the phrase table.

For example, suppose that we cannot find translations for a source phrase “yu zuotian dida taiguo” in a phrase table, we find a similar phrase “yu zuotian dida hongguo” with the translation “arrived in Hongguo” according to the alignment information. Then, we create a translation template “yu zuotian dida hongguo” with its translation “arrived in Hongguo”.

Then, the unattached source subtrees “zuotian” and “hongguo” can be translated into “yesterday” and “Thailand”, respectively. As a result, the translation for “yu zuotian dida hongguo” is “arrived in Thailand yesterday”.

1.4 Change

Change is an implementation of the state-of-the-art hierarchical phrase-based model (Chiang, 2007). Considered as an extension of standard phrase-based model, hierarchical phrase-based model allows non-contiguous parts of source sentence to be translated into possibly non-contiguous parts of target sentence. The model can formalized as a synchronous-context-free grammar.

Our implementation faithfully follows Chiang’s work. The only exception is the condition for terminating cube pruning. Chiang’s implementation quits upon considering the next item if its score falls outside the beam by more than a margin. We find that large number of items will be enumerated under this condition in our experiments. To tackle this problem, we further limit the number of items taken from the heap.

1.5 System Combination

We combine the outputs of single SMT systems at sentence level, similarly to the work by Macherey and Och (2007). Global linear models are used as a framework for reranking a merged n-best list:

\[
g = \arg\max_{w \in \mathcal{W}} \sum_{p \in \mathcal{D}(w)} \text{score}(w, p)
\]

Three types of features are used: (1) relative BLEU scores against 1-best translations from other candidates, (2) language models scores, and (3) length of translation. The feature weights are tuned using minimum-error-rate training (Och, 2003). In this year’s evaluation, each single SMT system generated 200-best list translations, which were merged and served as the input to the combiner.

2. Data

Besides the data provided by the organizer, we used the following additional data:

(6) LDC2005T34 “Chinese-English Named Entity Lists Version 1.0”

(7) Tanaka’s Corpus

The training corpus contains about 8.1M Chinese words and 8.6M English words. We used SRILM to train 5-gram language models.

3. Annotation

We used the Chinese lexical analysis system ICTCLAS for splitting Chinese characters into words and the tokenizer provided by IWSLT for tokenizing English sentences.

After that, we convert all alphanumeric characters to their 2-byte representation. Then, we ran GIZA++ and used the “grow-diag-final” heuristic to get many-to-many word alignments. We observe that in sentence some phrases are more likely to appear at the beginning, while other phrases are more likely to be located at the end. Inspired by the literature in language modeling, we mark the beginning and ending of word aligned sentences with two tags “<s>” and “</s>”, to capture such unordered information. The sentences to be translated will also be annotated with the tags, which will be removed after decoding. To get packed forests for Silenus, we used the Chinese parser (Xiong et al., 2006) modified by Haitao Mi and the English parser (Chamai and Johnson, 2005) modified by Liang Huang to produce entire parse forests. Then, we ran the Python scripts (Huang, 2008) provided by Liang Huang to output packed forests. To prune the packed forests, Huang uses inside and outside probabilities to compute the distance of the best derivation that traverses a hypenode away from the best path. A hypenode will be pruned if the difference is greater than a threshold. Nodes with all incoming hypenodes pruned are also pruned.

4. Results

Table 2 presents the BLEU scores (case-sensitive, with punctuations) of our five systems achieved on the IWSLT 2007 Chinese-English development set. Prior to the evaluation, we used the development sets to tune model scaling factors and used 2007 development set as test set.

"provided" denotes the training data provided by the organizer that consist of about 30M pairs of sentences. "provided+additional" denotes all the training data we have, as listed at the beginning of Section 3.3. We observe that using more data results in substantial improvements of about 5 BLEU points.

Table 3 gives the BLEU scores (case-sensitive, with punctuations) of our five systems achieved on the test sets “BTG C5” denotes Chinese-English direction of challenge task, and “CT CE” denotes English-Chinese direction of challenge task. “CRR” denotes correct recognition results and “ASR” denotes using 1-best ASR output.

Our sentence-level system combiner outperformed single systems consistently on all tasks. While system combination benefited English-Chinese direction significantly, the improvements on English-Chinese direction were relatively small. One possible reason might be that fewer development sets are available for English-Chinese direction for system to optimize the parameters automatically.

For single SMT systems, Brian got better results than the others on Chinese-English direction. Interestingly, Silenus surpassed other systems significantly on English-Chinese direction. There are two findings worth noting: (1) Silenus uses packed forests instead of 1-best parses, minimizing the negative effect of parsing errors. As the amount and domain of data used for training parsers are comparatively limited, parsers will inevitably output ill-formed trees when handle real-world text. Guided by such noisy syntactic information, syntax-based models that rely on only 1-best parses are prone to produce degenerate translations. The results suggest that packed forests help syntax-based systems to achieve comparable performance with phrase-based systems on tourism-related sentences. (2) Parsing accuracy has a substantial effect on syntax-based models. Silenus obtained similar performance results on English-Chinese direction than Chinese-English direction. We believe the major reason is that parsing on English is more accurate than Chinese.

5. Conclusion

In this paper, we give a brief introduction to our four single SMT systems and one system combiner. We report the resources used, annotation techniques, and results achieved on the test sets. We find that our implementation of sentence-level system combination works for all tasks. Another interesting finding is that syntax-based models could produce translations as good as phrase-based systems on tourism-related test if packed forests are used.