Can We Translate Letters?

David Vilar, Jan-T. Peter and Hermann Ney
Lehrstuhl für Informatik 6
RWTH Aachen University
D-52056 Aachen, Germany
{vilar,peter,ney}@cs.rwth-aachen.de

Abstract

Current statistical machine translation systems handle the translation process as the transformation of a string of symbols into another string of symbols. Normally the symbols dealt with are the words in different languages, sometimes with some additional information included, like morphological data. In this work we try to push the approach to the limit, working not on the level of words, but treating both the source and target sentences as a string of letters. We try to find out if a nearly unmodified state-of-the-art translation system is able to cope with the problem and whether it is capable to further generalize translation rules, for example at the level of word suffixes and translation of unseen words. Experiments are carried out for the translation of Catalan to Spanish.

1 Introduction

Most current statistical machine translation systems handle the translation process as a “blind” transformation of a sequence of symbols, which represent the words in a source language, to another sequence of symbols, which represent words in a target language. This approach allows for a relative simplicity of the models, but also has drawbacks, as related word forms, like different verb tenses or plural-singular word pairs, are treated as completely different entities.

Some efforts have been made e.g. to integrate more information about the words in the form of Part Of Speech tags (Popović and Ney, 2005), using additional information about stems and suffixes (Popović and Ney, 2004) or to reduce the morphological variability of the words (de Gispert, 2006). State of the art decoders provide the ability of handling different word forms directly in what has been called factored translation models (Shen et al., 2006).

In this work, we try to go a step further and treat the words (and thus whole sentences) as sequences of letters, which have to be translated into a new sequence of letters. We try to find out if the translation models can generalize and generate correct words out of the stream of letters. For this approach to work we need to translate between two related languages, in which a correspondence between the structure of the words can be found.

For this experiment we chose a Catalan-Spanish corpus. Catalan is a romance language spoken in the north-east of Spain and Andorra and is considered by some authors as a transitional language between the Iberian Romance languages (e.g. Spanish) and Gallo-Romance languages (e.g. French). A common origin and geographic proximity result in a similarity between Spanish and Catalan, albeit with enough differences to be considered different languages. In particular, the sentence structure is quite similar in both languages and many times a nearly monotonic word to word correspondence between sentences can be found. An example of Catalan and Spanish sentences is given in Figure 1.

The structure of the paper is as follows: In Section 2 we review the statistical approach to machine translation and consider how the usual techniques can be adapted to the letter translation task. In Sec-
In the standard approach to statistical machine translation we are given a sentence (sequence of words) $f_1^J = f_1 \ldots f_J$ in a source language which is to be translated into a sentence $e_1^I = \hat{e}_1 \ldots \hat{e}_J$ in a target language. Bayes decision rule states that we should choose the sentence which maximizes the posterior probability

$$e_1^I = \arg\max_{e_1^I} p(e_1^I | f_1^J),$$

where the $\arg\max$ operator denotes the search process. In the original work (Brown et al., 1993) the posterior probability $p(e_1^I | f_1^J)$ is decomposed following a noisy-channel approach, but current state-of-the-art systems model the translation probability directly using a log-linear model (Och and Ney, 2002):

$$p(e_1^I | f_1^J) = \frac{\exp \left( \sum_{m=1}^{M} \lambda_m h_m(e_1^I, f_1^J) \right)}{\sum_{e_1^I} \exp \left( \sum_{m=1}^{M} \lambda_m h_m(e_1^I, f_1^J) \right)},$$

with $h_m$ different models, $\lambda_m$ scaling factors and the denominator a normalization factor that can be ignored in the maximization process. The $\lambda_m$ are usually chosen by optimizing a performance measure over a development corpus using a numerical optimization algorithm like the downhill simplex algorithm (Press et al., 2002).

The most widely used models in the log-linear combination are phrase-based models in source-to-target and target-to-source directions, IBM1-like scores computed at phrase level, also in source-to-target and target-to-source directions, a target language model and different penalties, like phrase penalty and word penalty.

This same approach can be directly adapted to the letter-based translation framework. In this case we are given a sequence of letters $F_1^J$ corresponding to a source (word) string $f_1^J$, which is to be translated into a sequence of letters $E_1^I$ corresponding to a string $e_1^I$ in a target language. Note that in this case whitespaces are also part of the vocabulary and have to be generated as any other letter. It is also important to remark that, without any further restrictions, the word sequences $e_1^I$ corresponding to a generated letter sequence $E_1^I$ are not even composed of actual words.

### 2.1 Details of the Letter-Based System

The vocabulary of the letter-based translation system is some orders of magnitude smaller than the vocabulary of a full word-based translation system, at least for European languages. A typical vocabulary size for a letter-based system would be around 70, considering upper- and lowercase letter, digits,
whitespace and punctuation marks, while the vocabulary size of a word-based system like the ones used in current evaluation campaigns is in the range of tens or hundreds of thousands of words. In a normal situation there are no unknowns when carrying out the actual translation of a given test corpus. The situation can be very different if we consider languages like Chinese or Japanese.

This small vocabulary size allows us to deal with a larger context in the models used. For the phrase-based models we extract all phrases that can be used when translating a given test corpus, without any restriction on the length of the source or the target part. For the language model we were able to use a high-order \( n \)-gram model. In fact in our experiments a 16-gram letter-based language model is used, while state-of-the-art translation systems normally use 3 or 4-grams (word-based).

In order to better try to generate “actual words” in the letter-based system, a new model was added in the log-linear combination, namely the count of words generated that have been seen in the training corpus, normalized with the length of the input sentence. Note however that this models enters as an additional feature function in the model and it does not constitute a restriction of the generalization capabilities the model can have in creating “new words”. Somehow surprisingly, an additional word language model did not help.

While the vocabulary size is reduced, the average sentence length increases, as we consider each letter to be a unit by itself. This has a negative impact in the running time of the actual implementation of the algorithms, specially for the alignment process. In order to alleviate this, the alignment process was split into two passes. In the first part, a word alignment was computed (using the GIZA++ toolkit (Och and Ney, 2003)). Then the training sentences were split according to this alignment (in a similar way to the standard phrase extraction algorithm), so that the length of the source and target part is around thirty letters. Then, a letter-based alignment is computed.

2.2 Efficiency Issues

Somewhat counter-intuitively, the reduced vocabulary size does not necessarily imply a reduced memory footprint, at least not without a dedicated program optimization. As in a sensible implementations of nearly all natural language processing tools, the words are mapped to integers and handled as such. A typical implementation of a phrase table is then a prefix-tree, which is accessed through these word indices. In the case of the letter-based translation, the phrases extracted are much larger than the word-based ones, in terms of elements. Thus the total size of the phrase table increases.

The size of the search graph is also larger for the letter-based system. In most current systems the generation algorithm is a beam search algorithm with a “source synchronous” search organization. As the length of the source sentence is dramatically increased when considering letters instead of words, the total size of the search graph is also increased, as is the running time of the translation process.

The memory usage for the letter system can actually be optimized, in the sense that the letters can act as “indices” themselves for addressing the phrase table and the auxiliary mapping structure is not necessary any more. Furthermore the characters can be stored in only one byte, which provides a significant memory gain over the word based system where normally four bytes are used for storing the indices. These gains however are not expected to counteract the other issues presented in this section.

3 Experimental Results

The corpus used for our experiment was built in the framework of the LC-STAR project (Conejero et al., 2003). It consists of spontaneous dialogues in Spanish, Catalan and English\(^2\) in the tourism and traveling domain. The test corpus (and an additional development corpus for parameter optimization) was randomly extracted, the rest of the sentences were used as training data. Statistics for the corpus can be seen in Table 1. Details of the translation system used can be found in (Mauser et al., 2006).

The results of the word-based and letter-based approaches can be seen in Table 2 (rows with label “Full Corpus”). The high BLEU scores (up to nearly 80\%) denote that the quality of the translation is quite good for both systems. The word-

\(^1\)For the word-based system this is also the case.

\(^2\)The English part of the corpus was not used in our experiments.
Table 1: Corpus Statistics

<table>
<thead>
<tr>
<th></th>
<th>Spanish</th>
<th>Catalan</th>
</tr>
</thead>
<tbody>
<tr>
<td>Training Sentences</td>
<td>40 574</td>
<td></td>
</tr>
<tr>
<td>Running Words</td>
<td>482 290</td>
<td>485 514</td>
</tr>
<tr>
<td>Vocabulary</td>
<td>14 327</td>
<td>12 772</td>
</tr>
<tr>
<td>Singletons</td>
<td>6 743</td>
<td>5 930</td>
</tr>
<tr>
<td>Test Sentences</td>
<td></td>
<td>972</td>
</tr>
<tr>
<td>Running Words</td>
<td>12 771</td>
<td>12 973</td>
</tr>
<tr>
<td>OOVs [%]</td>
<td>1.4</td>
<td>1.3</td>
</tr>
</tbody>
</table>

The results of this combined approach can be found in Table 2 under the label “Combined System”. The combination of both approaches leads to a 0.5% increase in BLEU using the full corpus as training material. This increase is not very big, but is it over a quite strong baseline and the percentage of out-of-vocabulary words in this corpus is around 1% of the total words (see Table 1). When the corpus size is reduced, the gain in BLEU score becomes more important, and for the small corpus size of 1 000 sentences the gain is 2.5% BLEU. Table 2 and Figure 3 show more details.

4 Practical Applications

The approach described in this paper is mainly of academical interest. We have shown that letter-based translation is in principle possible between similar languages, in our case between Catalan and Spanish, but can be applied to other closely related language pairs like Spanish and Portuguese or German and Dutch. The approach can be interesting for languages where very few parallel training data is available.

The idea of translating unknown words in a letter-based fashion can also have applications to state-of-the-art translation systems. Nowadays most automatic translation projects and evaluations deal with translation from Chinese or Arabic to English. For these language pairs the translation of named entities poses an additional problem, as many times they were not previously seen in the training data and they are actually one of the most informative words in the texts. The “translation” of these entities is in most cases actually a (more or less phonetic) transliteration, see for example (Al-Onaizan and Knight, 2002). Using the proposed approach for the translation of these words can provide a tighter integration in the translation process and hopefully increase the translation performance, in the same way as it helps for the case of the Catalan-Spanish translation for unseen words.

Somewhat related to this problem, we can find an additional application in the field of speech recognition. The task of grapheme-to-phoneme conversion aims at increasing the vocabulary an ASR system can recognize, without the need for additional
Table 2: Translation results for selected corpus sizes. All measures are percentages.

<table>
<thead>
<tr>
<th>System</th>
<th>Full Corpus</th>
<th>10k</th>
<th>1k</th>
</tr>
</thead>
<tbody>
<tr>
<td>Word-Based System</td>
<td>78.9%</td>
<td>74.0%</td>
<td>60.0%</td>
</tr>
<tr>
<td></td>
<td>11.4%</td>
<td>13.9%</td>
<td>21.3%</td>
</tr>
<tr>
<td></td>
<td>10.6%</td>
<td>13.2%</td>
<td>20.1%</td>
</tr>
<tr>
<td>Letter-Based System</td>
<td>72.9%</td>
<td>69.8%</td>
<td>55.8%</td>
</tr>
<tr>
<td></td>
<td>14.7%</td>
<td>16.5%</td>
<td>24.3%</td>
</tr>
<tr>
<td></td>
<td>13.5%</td>
<td>15.1%</td>
<td>22.8%</td>
</tr>
<tr>
<td>Combined System</td>
<td>79.4%</td>
<td>75.2%</td>
<td>62.5%</td>
</tr>
<tr>
<td></td>
<td>11.2%</td>
<td>13.4%</td>
<td>20.2%</td>
</tr>
<tr>
<td></td>
<td>10.4%</td>
<td>12.6%</td>
<td>19.0%</td>
</tr>
</tbody>
</table>

Figure 2: Example translations of the different approaches. For the word-based system an unknown word has been explicitly marked.
acoustic data. The problem can be formulated as a translation from graphemes ("letters") to a sequence of graphones ("pronunciations"), see for example (Bisani and Ney, 2002). The proposed letter-based approach can also be adapted to this task.

Lastly, a combination of both, word-based and letter-based models, working in parallel and perhaps taking into account additional information like base forms, can be helpful when translating from or into rich inflexional languages, like for example Spanish.

5 Conclusions

We have investigated the possibility of building a letter-based system for translation between related languages. The performance of the approach is quite acceptable, although, as expected, the quality of the word-based approach is superior. The combination of both techniques, however, allows the system to translate words not seen in the training corpus and thus increase the translation quality. The gain is specially important when the training material is scarce.

While the experiments carried out in this work are more interesting from an academical point of view, several practical applications has been discussed and will be the object of future work.
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