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Abstract
This paper introduces an experimental system which can extract translations of words and phrases from the Internet through alignment on parallel WWW pages. The automatic extraction takes place online, is language independent and incrementally formed after a post-editing step by a human being. Actually the experimental system can extract words and phrases between pairs of the languages English, German and Chinese. It is a simple and effective way and is quite different from the traditional extraction techniques.

Introduction
The Internet provides a vast source of information. Compared with traditional dictionaries, databases or repositories, Web information is dynamic, semi-structured and can be represented in many forms, shared over multiple sites and platforms. Extraction lexicons from the Internet can reflect the changes on lexicons in many areas such as education, technologies, economics, socials or politics (Fung & Lo Yuen Yee 1998). It seems that the Internet can be regarded as one of the largest, up-to-date multilingual corpora for natural language processing.

On the Internet, any individual or institution can create WWW sites with an unrestricted number of documents and links. Because the Internet is an international medium shared by many people in the world, many documents are presented in their mother tongues and one or more translations in other languages. These pages have the same content and most of them have similar document styles and structures (Resnik 1998, Li, Sheng & Weisweber 1999). WWW pages which are translations of each other are called parallel. In general a link to a parallel page appears on the main (entry) page of each site. Bilingual pairs of words and phrases can be found on these parallel pages through alignment.

Many traditional lexicon extraction techniques include tokenization, part-of-speech tagging, disambiguation, calculating frequencies, some use shallow parsing and so on. Such methods are more or less language specific. For different languages they need different methods for tokenization and parsing which vary with the usage by human beings and it is difficult to have a broad coverage. In this paper a method which does not rely on the specific syntax of a language is presented. We rely on the markup tag for segmentation, use an alignment algorithm for aligning the segments of parallel pages and finally extract word and phrase translations in the alignment result. In the following a markup language on the Internet is first discussed and then the whole system will be explained. After that the method of extraction is given in detail.

1 Markup Languages
Markup languages describe the format of information on the Internet. The most popular one is HTML which is used for publishing hypertext on the World Wide Web. There is a famous search engine named “Yahoo”. It has many parallel pages with different natural languages. We take some source code from its English and German WWW pages as an example.

English version:

German version:
The structure of our experimental system is described in fig.1 at the end of this article. It is realised in JAVA running on a Unix Solaris platform. The input of the system are URL addresses of parallel pages. The output are bilingual lexicons. The system consists of three modules: analysis, alignment and extraction.

2.1 Analysis Module

In this module, a markup document is analysed. Some useless tags are filtered out for simplicity, some special characters like for example “&...;” are transferred. Text segments between tags <...> and </...> and their tags are extracted. The tag is very important because it gives some hints on the text segment. The text segments are extracted one by one from the markup document online and finally are saved in a temporal file. The same work will subsequently be done on the parallel page. The result of this module is bitext generated from the Internet.

2.2 Alignment Module

Alignment is based on two criterions. One is the similarity of the tag. The other is the lexical information of the text segment. In many cases parallel WWW pages have the same style and the same content because they publish the same information in different languages. Suppose there are two parallel pages like for example in German and English, one is called source, the other will be target. These parallel pages can be found by different search engines.

The similarity of the tags is estimated by equation (1)

\[
\text{Tag\_Sim}(S_i, T_j) = \frac{2 \cdot \text{LCS}(S_i, T_j)}{\text{length}(S_i) + \text{length}(T_j)}
\]

The above observations, lexical information including phrases can be extracted from the Internet which hosts a huge amount of documents and other kinds of information.

2. System Design
found, more likely the both text units are translation each other. The following equation is used to describe the similarity according to the lexical information:

\[ \text{Word\_pairs}(S_i, T_j) = \frac{2 \times \text{NOWP}(S_i, T_j)}{\text{NOW}(S_i) + \text{NOW}(T_j)} \] (2)

In this equation, \( S_i \) is the i-th source text segment and \( T_j \) is the j-th target text segment. NOW(X) is the number of words in X text unit. NOWP(\( S_i, T_j \)) is the number of translation pairs occurring in \( S_i \) and \( T_j \). A dictionary is used in order to find translation pairs in these two segments. In the beginning the dictionary is empty. The value of equation (2) will be 0 in the first run. After some results have been found and put into the dictionary the value of equation (2) may still be 0 when no translation pair is found in the dictionary, but it is greater than 0, otherwise.

The similarity of source and target text unit is calculated according to the tag and lexical information in the following:

\[ \text{Sim}(S_i, T_j) = \text{Tag\_Sim}(S_i, T_j) + \text{Word\_pairs}(S_i, T_j). \]

Then dynamic programming (Gale & Church 1993) is applied on the alignment of the whole bilingual text in order to get the most similarity alignment.

\[ \text{Alignment}(S_i, T_j) = \max(\sum_{i,j} \text{Sim}(S_i, T_j)) \]

The result of this module is a set of aligned text segments.

3 Bilingual Lexicon Extraction

3.1 Method Description

Among the alignment results, there are six cases: one-to-zero, one-to-one, one-to-two, two-to-one, two-to-two, zero-to-one. Only one-to-one are possible to be translation pairs. Among one-to-one alignment results, some are word to word, phrase to phrase, sentence to sentence or even paragraph to paragraph. Word and phrase translation pairs are automatically extracted by checking the number of words in the translation pairs. For example, an English phrase should not contain more than four words because in alphabetic languages we adopt phrases to have a limited number of words. For non-alphabetic languages such as Chinese phrases are estimated by restricting the length of a text segment. No word segmentation is applied for non-alphabetic language.

Long text segments such as long phrases, sentences, or paragraphs will be automatically segmented using stop words. For example:

\[ \text{Dekan und Fachbereichsverwaltung} \rightarrow \text{Dean and Administration of the Department} \]

segmented into:

\[ \text{Dekan, Fachbereichsverwaltung} \rightarrow \text{Dean, Administration, Department} \]

During the post-editing, people can choose which word or phrase correspond to which word or phrase in the both groups.

After post-editing the translation pairs, which have been automatically extracted, they are put into the dictionary as lexical information used for alignment in the next run.

3.2 Result Analysis

We have investigated about 80 pairs of Web pages which were found by many search engines on the Internet. The precision of alignment is 86.11%, the precision of lexicon acquisition is 70.68% because some information is not suitable for expanding the dictionary, e.g. dates, email addresses, fax numbers, abbreviations and some other segments which are not phrases. In these translation lexicons 55.38% of the entries are word translations and 44.62% are phrases translations.

Compared with a commercial German-English Dictionary (Langenscheidts Taschenwörterbuch English containing more than 80000 entries) and with an electronic German-English Dictionary (about 3.6 MB with more than 114000 entries) the translation lexicons extracted from the Internet, we find that only 37.68% of the entries can be found in the dictionary, 34.08% can be found in the online dictionary; the other 62.32% of the entries can not be found in the commercial dictionary and 65.92% can not be found in the electronic dictionary.

Analysing the translation lexicons extracted from the Internet, we made some observations: There are
• many proper names for people, companies, place and goods, such as Albert Einstein, SAP, Bodensee, Neuschwanstein and so on.
• many complex words (composites), for example, Barockkirchen, Basisinstallationen, Benutzerberatung and so on. Using composites is a specific feature of the German language.
• some newly created words especially in the area of information and communication technology, such as, webmaster, webteam, infocenter, kernel-hacking and so on.
• many context translations such as Ausländer translating into international students in the university, Fahrpläne translating into bus and train timetable, nach oben translating into back to top and so on.

Table 1 and table 2 at the end of this article show some excerpts from the result of the system: German-English and English-Chinese.

Conclusion

Lexical information has always been playing an important role in natural language processing, machine translation and Internet applications such as information retrieval, data mining and so on. The extraction of bilingual words and phrases from the Internet will become more and more important as the Internet is widely used and people can easily access the Internet. Such online extracted translation pairs really reflect the usage of words, their morphological forms, their collocations and different senses.

Languages are very rich such that people can use them very flexible. They can use different words to express the same meaning and on the other hand, many single words have more than one meaning. So, a word and its meaning is a real many-to-many relationship. This causes some difficulties for natural language processing systems. Although some traditional dictionaries have been existing for a long time, there are so many differences in context translations that dictionaries can not include all of them (Sue J. Ker & Jason S. Chang 1997). For intelligent human beings it is no problem, but e.g. for machine translation, this is a big problem. Extraction translation lexicons from the Internet can make some effects to solve the problem.

The precision of the extraction of translation lexicons depends on the precision of alignment in our system. While dictionaries (the results of our experimental system) can improve the precision of alignment, they also increase the overhead of processing time.

However parallel WWW pages are only a part of all documents in the Internet. Many WWW pages use dynamic JAVA or frames. The system cannot align these pages. More and more companies use different styles, different content pages with different languages, instead of parallel pages. This gives us a new challenge in the future.
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Fig. 1 Architecture of the system
Table 1 German-English translation Lexicons from Internet

<table>
<thead>
<tr>
<th>English</th>
<th>Chinese</th>
</tr>
</thead>
<tbody>
<tr>
<td>chat</td>
<td>专题沙龙</td>
</tr>
<tr>
<td>chat</td>
<td>会议室</td>
</tr>
<tr>
<td>copyright reserred</td>
<td>版权所有</td>
</tr>
<tr>
<td>coverages</td>
<td>新闻报道</td>
</tr>
<tr>
<td>directory</td>
<td>网站分类</td>
</tr>
<tr>
<td>ebora</td>
<td>网站</td>
</tr>
<tr>
<td>ebuddy</td>
<td>电邮</td>
</tr>
<tr>
<td>ebuilder</td>
<td>电邮</td>
</tr>
<tr>
<td>email</td>
<td>电邮</td>
</tr>
<tr>
<td>enews</td>
<td>新闻资讯</td>
</tr>
<tr>
<td>exactmatch</td>
<td>精确匹配</td>
</tr>
<tr>
<td>fashion model</td>
<td>时装模特</td>
</tr>
<tr>
<td>fashion</td>
<td>时尚</td>
</tr>
<tr>
<td>gallery home</td>
<td>图库主页</td>
</tr>
<tr>
<td>health</td>
<td>健康</td>
</tr>
<tr>
<td>health</td>
<td>医药</td>
</tr>
<tr>
<td>help</td>
<td>问题求助</td>
</tr>
<tr>
<td>help</td>
<td>查询</td>
</tr>
<tr>
<td>highlights</td>
<td>热门景点</td>
</tr>
<tr>
<td>highschools</td>
<td>中学</td>
</tr>
<tr>
<td>homepages</td>
<td>个人网页</td>
</tr>
<tr>
<td>home</td>
<td>家庭</td>
</tr>
<tr>
<td>hot categories</td>
<td>热门专题</td>
</tr>
<tr>
<td>hot movie</td>
<td>热门影视</td>
</tr>
<tr>
<td>hot nations</td>
<td>热门国家</td>
</tr>
<tr>
<td>hot stars</td>
<td>热门人物</td>
</tr>
</tbody>
</table>

Table 2 English-Chinese(GB2312 encoding) translation Lexicons from Internet